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* Information Dominance presents huge challenges
and requires a fundamental transformation

* Results = Innovation + Speed + TOC

 Everybody has to play...
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PEO C4l Strategic Priorities

’ Vision
Information Dominance: Anytime, Anywhere ...
.

. ] -
Mission
Provide integrated communication and information technology systems that
enable information dominance and the command and control of maritime forces

. Strategic Goals

MINIMIZE COST, DELIVER CAPABILITY
“Minimize totalownership cost, while delivering
integrated C4F capabilities”™

=
RAPID CAPABILITIES TO THE WARFIGHTER
“Fosterfocused innovation fo rapidly field refevant
capabilities fo meef existing and emerging
warfighter needs”

DEVELOP WORKFORCE, ACHIEVE

EXCELLENCE
“Pevelfop an aligned, agife workforce equipped fo
achieve acqguisition excelflence in a dynamic
environmemnt”




Current Environment
Information Dominance Relationships
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" Information Dominance -Oppettunity-Dilemma

Process Evolution

Accelerating Acquisition and Delivery
Processes Must Enable Information Dominance

+ Common infrastructure allows us to
+ Incremental approach = reduced risk

« Leveraging Joint’'COTS products =

Improving Output over Cost

more rapidly iterate capabilities
+ accelerated delivery

reduced R&D costs

Information Driven Capability

v We are in early stages of Wave 3 information technology

/

Internet - Cloud

s Virtualized compute; global
network enabled

« Software decoupled from
hardware

«Work from anywhere

v Mainframe and Client-Serverwaves remain in place

¥ Waves represent many co-dependent
technologies, matured overtime

v Adding functional capability has
becoine easierwith each new wave

v Butenterprise infrastructure
gaps & vulnerabilities are far

morecritical / ’

1. Centralized - Mainframe

« Central computer center
« Software in computer center only
*Work brought to the computer center

1950 1960 1970 1980 1990 2000 2010
Information Technology Evolution

2. Networked - Decentralized
+PC enabled and network

« Software distributed in both server and client
computers

+Work from the user location

2020

Navyis using Wave 2 processes — but requires Wave 3 capability
8

» Incrementalized
Requirements (IT Box) ??
> Incrementalized Budgets ??
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Improving Output over Cost

» Common infrastructure allows us to
more rapidly iterate capabilities

* Incremental approach = reduced risk
+ accelerated delivery

* Leveraging Joint/COTS products =
reduced R&D costs

> Incrementalized
Requirements (IT Box) ??

» Incrementalized Budgets ??

> lterative S&T Investments ??

> lterative Systems
Engineering ??

Accelerating Acquisition and Delivery
Processes Must Enable Information Dominance

NMP
(SHIPMAIN) ??

A

FRCB 77

A | CeA?? |
/( Milestone Build
Decision
Materiel Design Q
Decision
CDD RELEASE 1
] rchitectural Development :
IcD Busa{::gssesaseA EIRISK Reduction Development & Demonstration Fielditl
Protot Iterationl | Iteration 2 | Iteration “ N
~&— Coordinated DOD stakeholder involvement Integrated DT/ OT  =—————
D Up to 2 years A — 610 18 MONthS —=——
RELEASE 2 Prototy i Developrrlwem&Demmislralion Fleldlng
ICD Initial Capability Document T Q Q
CDD Capabilities Development Document RELEASE * N — i Deve.opmlem&Demnlsna..un Fielding
Iteration 1 Iteration 2 | Iteration 3
Q Decision Point | |
Continuous Technology/Requirements Development & Maturation




The Road to Information Dominance
Mission Driven Infrastructure

Key Enablers

 Reduce or eliminate  Dynamic Bandwidth
legacy infrastructure Allocation

 Open Architecture * Innovation,

 Consolidate computing collaboration and
environment reuse (process &

o Data Strategy technology)

Mission Driven Infrastructure




Information Dominance Challenge

Max of 50 Mbps Theater Data Stream (2006): AO
PEI AL ~270 TB of NTM data / year ;b@
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GIG Data Capacity (Services, Transport & Storage)
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Exponential Data Growth Outpaces Infrastructure
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Navy ISR Roadmap Data Challenges
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10x Growth of UAV Expenditures
since 2000

Hummingbird MQ-8B Fire Scout

SOURCE: Boeing Company. Used with permission.

SOURCE: U, Navy photo by Kurt M. Lengfiele.

SOURCE: Asrcircnment. Used with perr
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Fiscal year MQ-1€ Sky Warrior
SOURCE: U.S. Alr Force photo by Dennis Rogers.
SOURCE: Unpublished RAND research by Brien Alkire, Jessie Riposo, Randall Steeb,
NG-AB Global Hawk and Louis Moore. - "
Q-7 Shadow | Global Observar

SOURCE: General Atomics. Used with permission.

SOURCE: AAl Corporation. Used with permission. SOURCE: U.S. Air Force photo by Bobbi Zapka.

SOURCE: Aerovironment. Used with permission,

* Applications for NAVY UNMANNED AIRCRAFT SYSTEMS BRIEN ALKIRE, JAMES G. KALLIMAN, PE
TER A. WILSO, |LOUIS R. MOORE RAND 2010 10



Smarter Data Sharing and Management

Smart/optimized delivery of
Enterprise data to the Sea
Services (prioritized and deduped)

Afloat
_A-\ Units
]
Cache Tactical Data at
Maritime Centers of Data
that have the Resources to

archive and serve the data
for the entire Enterprise

Maritime
Centers of
Data

Auto-processing and Analysis Tools

NmIC/ Fused National
MOCs/ Maritime Picture Afloat Units
TOCs

{

i

Tactical ISR
Data

Application

Integration Combat

Framework
(AIF)

Combat
Support Data

| Collaboration between ashore and afloat personnel |

Meeting the Challenge

Leverage the Total Workforce
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specialists afloat Thousands of specialists ashore
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Terabytes (10'%) Exabytes (10'%)
of storage afloat of storage ashore

Requirements, Budget, Acquisition Changes

Implementation Patterns Approval Board
S&TCE's SETACE's POR CE's TA CE's

@S

POR
Engineers

SETA
Engineers

L RDA Chief Engineer Enterprise Engineering Standards and J

Tech Auth
Engineers

2 J
nterprise Engineering Standards and Implementation

Patterns Collaboration & Development System Engineers )




Accelerate...
Innovation and Adaptation

« Establish user-led Capability Requirements
Boards to prioritize mission area requirements

for iterative capabilities (build upon “IT Box”
approach)

Program Mission
~__Threads

Use Cases

User Stories

prioritized

 Evolve the PPBE strategy

» Incrementalize development funding to support an
iterative approach

» Align with prioritized S&T investments

* Leverage and adapt Joint / IC solutions

e Operationalize innovation by continually
conducting collaborative experimentation

Our adversaries have no restraints on innovation...




...157 worldwide P N et
coaling stations

...168 Air Stations; 250 outlying airfields

At the end of WWII:
» 100 aircraft carriers
» 41000 aircraft

» 431000 personnel

» 6768 ships

. Naval Reactors Facilities;
Nuclear Power Schools

. Google’s Infrastructure

GO lee ) » 450,000 + servers

» Require 20 Megawatts
> $2M/mo electric cost 13
» 50 + Petaflops




Summary
Information Dominance is an Enterprise Mandate

*Collaboration across the spectrum of
PEOs, Programs, Platforms, and
Stakeholders is imperative

End-to-end capabilities eclipse all
iIndividual processes or programmatic
accomplishments

«Streamline processes and governance
using mission-driven priorities

Information Dominance represents a fundamental transformation...
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We get IT.

We also integrate it, install it and

support it. For today and tomorrow.

TEAM

SPAWAR

K 4
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ldentified MIEA Challenges

Focus Area Challenges

1- Data Access : . _
Effective, Sharing, Massive ISR data feeds: inadequate sharing,

Visualization, and Search distribution/storage; overwhelmed analysts

Z Ashore Infrastructure Ineffective use of ashore advantages:
High Performance C2ISR  petabyte data needs big networks, data centers
5 Collaborative ISR Gateway Full ISR access to Large Decks: effective
Large Deck Operations operations requires effective C2ISR
£ C2ISR Augment Enhance Small Deck capability: increase
Adaptable Afloat Capability C2ISR capability with augment teams/ISR
o Information Assurance A process diverts capability: too much lost
Effective & Timely implementation time for questionable gain
& C2ISR Acquisition Acquisition processes misaligned: require-

Effective & Timely ments, budget, and acquisition process broken



